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Abstract 
Insider threats pose significant challenges for organizations, causing severe financial and reputational damage. This 
study aims to develop a tool for measuring human, technical, and organizational factors contributing to insider threat 
risk levels in Malaysia's information and communications technology (ICT) sectors. We examined 40 items across these 
factors, validated by experts for content and criterion validity. We conducted a pre-test, adjusted based on expert feed-
back, and conducted a pilot study with 110 respondents from government agencies, ICT companies, and public tertiary 
institutions in Malaysia. Using IBM Statistical Package for Social Sciences, version 25.0, we performed exploratory fac-
tor analysis and tested the data with Bartlett's Test of Sphericity and Kaiser-Meyer-Olkin sampling adequacy tests. 
Cronbach's alpha assessed item reliability. The EFA grouped fifteen human factor items into three components: per-
sonal problems, negative personality traits, and inadequate security training. Four technical factor items formed one 
component, while fifteen organizational factor items split into issues with organizational practice, inadequate risk man-
agement, and ineffective management systems. Six insider threat risk level items formed a single component. Bartlett's 
Test of Sphericity was highly significant (Sig. < 0.001), and KMO values for all constructs exceeded 0.7, indicating ex-
cellent sampling adequacy. The overall Cronbach’s alpha value for 40 items was 0.97, confirming the instrument's con-
sistency and stability. These findings provide a reliable tool for predicting insider threat risk levels in Malaysia’s ICT 
sectors, useful for researchers and practitioners alike. 
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Introduction
In an era dominated by digitalization and intercon-

nected systems, the security of information and 

data has become paramount, particularly within 

the information and communications technology 

(ICT) sectors. Amidst this landscape, insider 

threats have emerged as a significant concern, pos-

ing risks to government organizations, businesses, 

and institutions globally, including Malaysia (1). 

Insider threats, which stem from individuals 

within the organization who exploit their access 

privileges to compromise data security, can have 

detrimental effects on confidentiality, integrity, 

and the availability of sensitive information. Ac-

cording to the Ponemon Institute's report (2), in-

sider-caused incidents have increased, with 67% 

of businesses experiencing between 21 and 40 in-

cidents annually. This is higher than the percent-

ages in 2018 and 2020, which were 53% and 60%, 

respectively. Such threats can result in substantial 

financial loss, operational disruptions, and severe 

reputational damage (3). As depicted in Figure 1, 

insider threats have classified these risks into two 

broad categories: intentional and inadvertent in-

sider threats. Intentional insider threats involve in-

dividuals who deliberately exploit their access to 

sensitive information for harmful purposes, such 

as cyber espionage or sabotage. These individuals 

may be motivated by financial gain (4), disgruntle-

ment (5), or coercion by external actors (6). In con-

trast, inadvertent insider threats arise from unin-

tentional actions that result in security breaches, 

typically due to negligence (7), lack of awareness 

(8), or inadequate risk assessment (9). Common 

examples include accidental publishing of sensi-

tive information, configuration errors, or improper 

encryption practices (10). Even though these insid-

ers have no malicious intent, their actions can cre-

ate vulnerabilities that malicious actors can ex-

ploit.  
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Furthermore, a report from MyCERT on cyber-

crime incidents in 2023, as illustrated in Figure 2, 

reveals that Malaysia recorded over 5,917 cyber 

security incidents, with the majority involving 

fraud (3,705 incidents), intrusion (508 incidents), 

and malicious codes (509 incidents). While exter-

nal threats like intrusions and malware remain sig-

nificant concerns, the growing impact of insider ac-

tions, both intentional and inadvertent, has be-

come increasingly evident in these reported cases. 

Insider threats, such as negligence, misuse of priv-

ileges, and malicious intent, frequently evade tra-

ditional cyber security defenses, making them par-

ticularly challenging to detect and address. The 

lack of adequate insider threat management may 

be contributing to the upward trend in data 

breaches, facilitating the occurrence of fraud and 

other cyber incidents (11).

 

 
Figure 1: Classification of Enterprise Data Leak Threats 

 

 
Figure 2: Malaysia’s Incidents of Cybercrime Reported in 2023 
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As a result, these unique challenges posed by in-

sider actions underscore the importance of ad-

dressing these risks through specialized tools and 

strategies tailored to the specific vulnerabilities of 

the sector. In particular, the ICT sectors in Malaysia 

serves as a critical reference point for addressing 

cybersecurity issues across other sectors, includ-

ing national defense, financial systems, healthcare, 

and government operations (12). Thus, any vulner-

ability within the ICT sector can have cascading ef-

fects across the broader economy. Therefore, to ef-

fectively mitigate insider threats across all sectors, 

it is essential to first focus on understanding and 

addressing these risks within Malaysia’s ICT sec-

tor. Furthermore, this sector remains vulnerable to 

these threats, even more so than external cyber-

threats. Given the critical nature of the ICT infra-

structure, this study acknowledges the critical 

need to proactively address insider threats by de-

veloping a tailored instrument to measure insider 

threat risk levels specific to Malaysia's ICT sectors. 

In 2014, the development of the Insider Threat In-

dicator Ontology (ITIO) marked a significant ad-

vancement in this direction. Its main purpose is to 

find behavioural and technical indicators of mali-

cious insider activity (13, 14). This ontology pri-

marily relies on resources, such as the compilation 

of insider threat cases from Management and En-

terprise Risk Intelligence Tool (MERIT) database, 

which catalogues various incidents of insider 

threats, including fraud, sabotage, and theft of in-

tellectual property. While earlier models have ad-

dressed human behavioural factors within struc-

tured frameworks of insider threat risk, the Soci-

otechnical and Organizational Factors for Insider 

Threat (SOFIT) later proposed a structural model 

emphasising individual and organisational soci-

otechnical factors, integrating technical indicators 

from prior research (9). Additionally, in 2020, the 

Insider Threat Risk Prediction framework was in-

troduced, which employs a multi-perspective ap-

proach to anticipate malicious insider threats be-

fore they occur (15). More recently, Min Zeng, 

Chuanzhou Dian, and Yaoyao Wei emphasised the 

importance of exploring key human factors to ef-

fectively prevent insider threats, enhancing their 

framework by incorporating human factors (16). 

According to a report from the Software Engineer-

ing Institute, effectively managing insider threats 

requires a coordinated strategy that encompasses 

human, technical, and organisational factors (17). 

Upon reviewing the existing literature, it is evident 

that while research on insider threats is growing, 

there remains a gap in the development of compre-

hensive instruments and methodologies specifi-

cally tailored to address the problem from multiple 

perspectives, encompassing both malicious and 

unintentional insiders. Additionally, existing stud-

ies have predominantly focused on conceptual 

frameworks and case studies from other regions, 

underscoring the necessity for localised research 

and solutions. There is a need for more research 

that considers the unique cultural and organisa-

tional contexts of Malaysia. Motivated by this iden-

tified gap in the literature, the primary objective of 

this study is to develop a multidimensional instru-

ment that can effectively measure insider threat 

risk levels within Malaysia's ICT sectors. By con-

ducting a thorough exploration of the factors con-

tributing to insider threats through leveraging in-

sights from existing literature and Exploratory 

Factor Analysis (EFA), we aim to develop a com-

prehensive and contextually relevant instrument 

that can assist organisations in mitigating this crit-

ical security risk effectively. Through this research 

endeavour, we aspire to contribute to the body of 

knowledge on insider threat management by 

providing a validated tool that measures the rele-

vant risk factors comprehensively. The findings 

from this study are expected to aid organisations 

in implementing more effective insider threat mit-

igation strategies, ultimately fostering a safer and 

more resilient digital ecosystem. 

Methodology 
This study developed a tool that adheres to the re-

quirements of structural equation modelling 

(SEM) and includes four key constructs: the human 

factor (HF), the technical factor (TF), the organisa-

tional factor (OF), and the insider threat risk levels 

(ITRL). Initially, the development was based on a 

theoretical framework (15) that encompasses hu-

man, technical, and organisational factors, though 

it was originally limited to addressing only mali-

cious insiders. Furthermore, we expanded the 

framework to include both intentional and inad-

vertent insider threats, acknowledging the need 

for a more inclusive approach. We conducted a 

content analysis of previous studies on insider 

threats to identify a broader range of contributing 

factors, such as human behaviours, technical vul-

nerabilities, and organisational weaknesses. Fol-

lowing this, we refined the factors identified 
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through expert consultations with cybersecurity 

professionals and academic researchers, whose in-

sights ensured that the tool not only reflected the-

oretical knowledge but also had practical rele-

vance. This iterative process allowed us to enhance 

the tool’s applicability, ensuring it addresses both 

intentional and inadvertent insider threats from a 

comprehensive perspective. Additionally, a rigor-

ous series of validation steps, including expert val-

idation, pre-testing, pilot testing, and EFA, was un-

dertaken to ensure the tool's reliability and accu-

racy in measuring insider threat risks. 

Instrument 
This study employed an online self-administered 

survey questionnaire, consisting of 40 closed-

ended questions, to collect insights from the target 

population in Malaysia's ICT sectors. The survey 

aimed to identify the factors influencing insider 

threat occurrences and assess the impact of these 

threats. We presented these 40 items, designed to 

measure insider threat risk levels, on a 10-point in-

terval scale, ranging from "1 = strongly disagree" 

to "10 = strongly agree". The 10-point interval 

scale provides respondents with more response 

options, allowing for more precise judgments of 

given statements (18). We developed the items by 

analyzing previous studies' content, specifically 

tailoring them to the context of our investigation to 

assess insider threat risk levels within Malaysia's 

ICT sectors. Table 1 displays the construct we used 

to measure insider threat risk levels.
 

Table 1: Construct and Item Numbers of Insider Threat Risk Levels Variable 

Construct Number of the Item Item Numbers 

Human Factor 15 H1 – H15 

Technical Factor 4 T1 – T4 

Organisational Factor 15 O1 – O15 

Insider Threat Risk Levels 6 IT1 – IT6 

Expert Validation 
Experts in the field comprehensively evaluated the 

items in the questionnaire for validity and reliabil-

ity. Validity refers to the degree to which a score 

accurately represents a concept, whereas reliabil-

ity of the questionnaire can be defined as the ca-

pacity to consistently generate the same result 

across time and among different observers (19). 

Expert validation, encompassing face validity, con-

tent validity, and criterion validity, comprises 

three forms of validity evaluation aimed at as-

sessing the reliability and effectiveness of the in-

strument. These steps are essential in validating 

the extent to which the survey instrument accu-

rately measures its intended purpose (20). For this 

study, content and criterion validity are applied. 

Specifically, content validity refers to how accu-

rately the items or tests within a measurement in-

strument represent the behavior under study (21), 

while criterion validity evaluates the degree of cor-

relation between a measure and other recognized 

measures for the same construct (22). Five experts, 

including professors and associate professors in 

the fields of social sciences, statistics, and cyberse-

curity, evaluated the items. Furthermore, the sta-

tistical expert assessed the instrument's measur-

ing scale criterion validity, which met the require-

ment for parametric statistical analysis. The re-

searcher requested the experts assess the language 

used, comprehensibility, appropriateness, item’s 

clarity, sufficiency of items to measure the con-

structs, and overall questionnaire arrangement. 

The experts provided feedback and comments on 

the instrument. Based on their feedback and sug-

gestions, statements were revised accordingly. 

Pre-Test 
We conducted a pre-test after modifying the ques-

tionnaire to ensure that the instrument items were 

suitable for research objective and easy to compre-

hend (23). During the pre-test phase, the question-

naire underwent review and examination by seven 

external experts and practitioners to validate its 

accuracy and ensure alignment with the research 

objectives. Pre-testing involved four senior cyber-

security officers from the Malaysian Armed Forces 

(MAF) and three academicians specializing in cy-

bersecurity, statistics, and computer science. Their 

feedback helped to improve the instrument's com-

petency level. The researcher selected the experts 

and practitioners using a judgment sampling 

method, considering their expertise as subject 

matter experts (SMEs) in ICT sectors and their abil-

ity to provide clear explanations and suggestions 

for improvement. Judgment sampling is the pro-

cess of selecting sample members based solely on 
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the researcher's knowledge and best judgment 

(24). We conducted the pre-test by distributing the 

questionnaire to the reviewers online. We asked 

the reviewers to provide feedback on various as-

pects of the questionnaire, such as its format, 

wording, sequence, and clarity. The researcher col-

lected their comments and suggestions and modi-

fied the instrument, accordingly, thereby improv-

ing its quality. Following these adjustments, a new 

version of the questionnaire was introduced. 

Pilot Test 
Once the pre-testing phase is complete, a pilot test 

is performed as a small-scale study, utilising study 

participants selected from the actual target popu-

lation. This pilot study seeks to ensure that the 

characteristics of the study sample closely mirror 

those of the population, identify any shortcomings 

in the study instrument, and produce initial find-

ings regarding the adequacy of the study hypothe-

sis. It is necessary to conduct pilot testing in order 

to validate the modified instrument (25-29). This 

is of utmost importance, particularly if the preced-

ing instrument was tailored for a distinct cultural 

and industrial population than that of this study 

(30). During this phase, there are two government 

agencies, two Malaysia’s ICT enterprise companies, 

and one public university offering ICT course in 

Kuala Lumpur were selected for this study based 

on their fulfilment of specific criteria. For the EFA, 

a minimum sample size of 100 was recommended 

to obtain valid results (31). In this study, question-

naires were distributed to a total of 115 respond-

ents, selected using simple random sampling. This 

method ensured that each member of the target 

population had an equal chance of being chosen, 

making the results generalizable. However, five 

questionnaires were excluded due to irrelevant re-

sponses that did not align with the research objec-

tives. Therefore, the final number of question-

naires analysed was 110. 

Exploratory Factor Analysis (EFA) Pro-

cedure 
Social science research typically employs two pri-

mary methodologies for factor analysis: EFA and 

confirmatory factor analysis (CFA). It is customary 

to conduct an EFA before proceeding to a CFA (32). 

The EFA statistical technique explores and evalu-

ates the utility of each measuring item, identifying 

its underlying dimensions. Through factor extrac-

tion, rotation, and interpretation, EFA provides a 

systematic approach to understanding the rela-

tionship among variables and uncovering hidden 

patterns in the data.  In our study, EFA played a piv-

otal role in identifying and organising the different 

groups of questions in our measurement tool, en-

suring that each group accurately measures differ-

ent aspects of human, technical, and organisational 

factors. Initially, EFA assisted us in analysing and 

refining the full set of questions we compiled, 

which aimed to assess these various factors. This 

refinement process involved evaluating the rele-

vance and effectiveness of each question or state-

ment, allowing us to adjust or remove those that 

did not clearly contribute to an understandable 

and concise grouping of factors. Furthermore, we 

were also able to confirm the reliability of these 

constructs by using EFA. This showed that the 

groups of items did, in fact, reflect different factors 

in the context of insider threat risk assessment. 

This validation was critical not only for theoretical 

alignment but also for the tool's practical applica-

tion in effectively predicting and managing insider 

threats. Through this analytical process, we en-

sured that this tool could reliably differentiate be-

tween the nuances of the three key areas of risk, 

providing a solid foundation for further analysis 

and practical application in the field. For the pur-

pose of this study, EFA approach recommended in 

the study was implemented (33). We utilised data 

gathered from a pilot study to conduct the EFA pro-

cedure, employing IBM-SPSS 25.0 software for the 

analysis. The Kaiser-Meyer-Olkin (KMO) test was 

employed to assess the adequacy of the sample size 

for analysis across all constructs. The following 

formula gives the KMO measure of sampling ade-

quacy: 

𝐾𝑀𝑂𝑗 =  
∑𝑖 ≠𝑗𝑅𝑖𝑗

2

∑𝑖 ≠𝑗𝑅𝑖𝑗
2 + ∑𝑖 ≠𝑗𝑈𝑖𝑗

2    ------------------------ [1] 

A KMO value greater than 0.50 (KMO ≥ 0.50) is con-

sidered suitable for refining measurement items 

(34). Table 2 presents specific KMO value ranges 

and significance grades.
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Table 2: Summary of KMO Value Range 

KMO Value Range Grading 

≥ 0.90 Excellent 

0.80 – 0.90 Very good 

0.70 – 0.80 Good 

0.60 – 0.70 Moderate 

0.50 – 0.60 Poor 

≤ 0.60 Very poor 

Additionally, Bartlett’s sphericity test was utilised 

to measure the correlation that exists between var-

iables or items and ascertain the suitability of the 

sample for factor analysis. The value of Bartlett’s 

Test of Sphericity must be less than 0.05 (p-value < 

0.05) for factor analysis to be acceptable. In order 

to measure the overall relationship between the 

variables, the determinant of the correlation ma-

trix |R| is calculated. Under H0, |R| = 1; if the varia-

bles are highly correlated, then |R| ≈ 0. We calcu-

late Bartlett's test of sphericity as follows: 

𝛸2 =  − (𝑛 − 1 −  
2𝑝−5

6
)  ×𝑙𝑛 𝑙𝑛 |𝑅|   --------------[2] 

The Eigenvalue of each factor, which must exceed 

1.0, then determines its significance. We selected 

the varimax rotation method because it maximizes 

the variance loading in the matrix and enhances 

the clarity of factor separation. 

After reviewing the guidelines on analysis type and 

sample size as recommended by the study (35), 

items with factor loading values of 0.60 or higher 

were retained within their respective constructs 

for further analysis. These items are considered 

practically significant and demonstrate a high level 

of acceptability. Conversely, we removed items 

with a factor loading below 0.60 and those that 

were redundant from the questionnaire. On the 

other hand, Cronbach’s alpha was employed to as-

sess the internal reliability of the instruments (36) 

and can be expressed as: 

𝛼 =
𝑛𝑟

1+𝑟 (𝑛−1)
  ------------------------------------------[3] 

The value of Cronbach’s alpha should be greater 

than 0.70 for the items to achieve internal reliabil-

ity, which shows the effectiveness of a set of items 

in measuring, constructs (37). In summary, the re-

searcher has meticulously adhered to the estab-

lished methodology to guarantee the use of high-

quality, robust instruments that align with the cul-

ture of Malaysia’s ICT sectors. 
 

Results and Discussion 
EFA for Insider Threat Risk Levels 
A total of 40 items were explored using the EFA 

procedure. The items represent four constructs: 

HF, TF, OF, and ITRL. The mean and standard devi-

ation of every item in these four constructs are 

shown in the descriptive statistical result, as 

shown in Table 3.

 

Table 3: Descriptive Analysis for Items Measuring Insider Threat Risk Levels 

Construct 
Item 

Label 
Item Statement (I believe that…) Mean 

Standard De-

viation (SD) 

Human 

Factor 

H1 
A lack of information security knowledge may cause 

unintentional insider threat incidents. 
8.54 1.663 

H2 

Inadequate training on security policies and proce-

dures may expose the organisation to insider 

threats. 

8.61 1.421 

H3 
Individuals who are dealing with deep frustration 

may increase the risk of insider threats. 
8.05 1.822 

H4 
Stressed employees may accidentally reveal confi-

dential information. 
7.97 1.794 

H5 

Individuals with financial issues might purposely re-

veal confidential information for their own financial 

gain. 

7.95 1.658 

H6 
Drug addicts may intentionally or unintentionally 

reveal crucial data. 
8.20 1.674 
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H7 
Individuals who have been blackmailed may do bad 

things unintentionally. 
8.33 1.598 

H8 
Unsatisfied individuals who feel unappreciated are 

likely to misuse sensitive information for revenge. 
8.11 1.794 

H9 
Individuals who have poor relationships with col-

leagues might lead to insider threat incidents. 
7.56 1.779 

H10 
Curiosity about confidential information by individ-

uals may raise the risk of insider threats. 
7.95 1.564 

H11 
Careless individuals are more likely to expose sensi-

tive information unintentionally. 
8.45 1.554 

H12 
Resistance behaviour to security practices may raise 

the risk of insider threats. 
7.90 1.781 

H13 
Playful individuals are more likely to engage in unin-

tentional insider threat actions. 
7.47 1.985 

H14 
Disloyalty to the organisation could make individu-

als more likely to commit insider threats. 
8.42 1.678 

H15 
Greed may influence individuals to commit insider 

threats for their own benefit. 
8.34 1.736 

Technical 

Factor 

T1 

Weaknesses in infrastructure such as hardware, 

software, and networks can lead to insider threat in-

cidents. 

8.47 1.668 

T2 
Insufficient technical monitoring tools could in-

crease the risk of insider threats. 
8.37 1.669 

T3 
Insufficient system security testing and evaluation 

could increase the risk of insider threats. 
8.34 1.715 

T4 
Lack of proper vulnerability assessments on ICT in-

frastructure would increase the insider threat risk. 
8.35 1.650 

Organisa-

tional Fac-

tor 

O1 
Poor organisational culture may cause employees to 

ignore the processes, increasing insider attack risk. 
8.23 1.811 

O2 
Insider threats are more likely to occur when an or-

ganisation's security culture is lacking. 
8.52 1.470 

O3 
A high level of trust in certain employees may in-

crease insider threat risk within the organisation. 
7.78 2.078 

O4 
Poor communication and collaboration among em-

ployees would increase the risk of an insider threat. 
7.80 1.994 

O5 
Lack of control over staff access could raise the risk 

of insider threats. 
8.36 1.663 

O6 
Insufficient incident response planning may encour-

age intentional insider threats. 
8.16 1.795 

O7 
Inadequate risk assessment can lead to more insider 

threat incidents. 
8.05 1.696 

O8 

Without a thorough background check during the 

hiring process, organisation may hire individuals 

who will commit insider threat. 

8.35 1.679 

O9 

A lack of individual behavior monitoring mecha-

nisms may limit the ability to trace intentional 

threats. 

8.31 1.537 

O10 
Weaknesses in security policies and procedures may 

increase the likelihood of insider threats. 
8.55 1.398 
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O11 
Data sharing flaws may make it easier for insider 

threats to occur. 
8.49 1.537 

O12 

Inadequate security awareness and training pro-

grammes organised by organisations may lead to in-

sider attacks. 

8.44 1.577 

O13 
A lot of work can make people very tired, which 

might increase the risk of insider threats. 
7.83 2.045 

O14 
Working in a very stressful environment can lead in-

dividuals to engage in insider threats. 
7.85 2.128 

O15 
Unfair workloads make employees unsatisfied with 

their jobs and may raise the risk of insider threats. 
8.01 1.865 

Insider 

Threat 

Risk Levels 

IT1 
Organisation’s reputation would be significantly 

damaged if an insider threat incident occurred. 
8.48 1.624 

IT2 

An incident involving an insider threat would cause 

the organisation to experience significant financial 

losses. 

8.34 1.403 

IT3 
An insider threat incident would severely damage 

the public’s trust in that organisation. 
8.72 1.376 

IT4 
The risk of insider threats includes the potential 

theft of the organisation’s intellectual property. 
8.54 1.392 

IT5 
Insider threat incidents could result in the loss or 

leakage of an organisation's critical data. 
8.59 1.622 

IT6 
Operational continuity could be severely affected by 

insider threats. 
8.32 1.458 

KMO and Bartlett's Test of Sphericity 
The KMO values for HF, OF, and ITRL are 0.886, 

0.890, and 0.889, respectively. These values exceed 

the required value of 0.8, indicating excellent ade-

quacy. The TF exhibits a KMO value of 0.797, which 

is also acceptable. These findings suggest that the 

data is sufficient to proceed with the data reduc-

tion procedure in EFA. Bartlett's Test of Sphericity 

produces results that are highly statistically signif-

icant (Sig. < 0.001). In addition, the KMO values for 

sampling adequacy are considered good to excel-

lent, as shown in Table 4.
 

Table 4: The KMO and Bartlett’s Test Value 

 
Human 

Factor 

Technical 

Factor 

Organisational 

Factor 

Insider Threat 

Risk Levels 

Kaiser-Meyer-Olkin measure of 

Sampling Adequacy 
0.886 0.797 0.890 0.889 

Bartlett’s Test 

of Sphericity 

Approx. Chi-

Square 
1032.161 343.305 1180.074 387.811 

df 105 6 105 15 

Sig. .000 .000 .000 .000 
 

Total Variance Explained
All of these components have Eigenvalues greater 

than 1.0. The variance values show that the HF con-

struct accounts for 68.04%, the TF for 81.61%, the 

OF for 70.97%, and the ITRL for 68.36%. This indi-

cates that the number of components and items for 

each construct is appropriate, as the total variance 

for each construct exceeds 60% (38). The findings 

in Table 5 demonstrate that the HF construct con-

sists of three components, the TF construct con-

sists of one component, the OF construct consists 

of three components, and the ITRL construct con-

sists of one component.
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Table 5: The Total Variance Explained for Each Construct 

Construct Comp 

Extraction Sums of the Squared 

Loadings 

Rotation Sums of Squared Load-

ings 

Total 
% of Var-

iance 

Cumulative 

% 
Total 

% of Var-

iance 

Cumulative 

% 

Human Factor 

1 7.368 49.121 49.121 3.894 25.961 25.961 

2 1.494 9.959 59.079 3.624 24.158 50.119 

3 1.345 8.967 68.046 2.689 17.927 68.046 

Technical Fac-

tor 
1 3.265 81.615 81.615 - - - 

Organisational 

Factor 

1 7.790 51.930 51.930 3.854 25.693 25.963 

2 1.878 12.520 64.450 3.589 23.928 49.621 

3 .978 6.522 70.972 3.203 21.351 70.972 

Insider Threat 

Risk Levels 
1 4.102 68.365 68.365 - - - 

 

Scree Plot
To determine whether the eigenvalue is suffi-

ciently high to indicate a significant factor, one 

technique is to plot a graph, known as a scree plot. 

The graph displays each eigenvalue on the Y-axis 

against the corresponding factor on the X-axis, 

highlighting significant factors. Figure 3 displays a 

scree plot illustrating the emergence of three com-

ponents generated by the EFA procedure for the 

HF construct. 15 items were grouped into three 

components: component 1 for personal problems, 

component 2 for negative personality traits, and 

component 3 for inadequate security training. Ad-

ditionally, the scree plot for the TF construct com-

bined four items into one component, as shown in 

Figure 4. Figure 5 illustrates the OF construct. They 

sorted 15 items into three components, and they 

named component 1 for organisational practice is-

sues, component 2 for inadequate risk manage-

ment, and component 3 for ineffective manage-

ment systems.
 

 
Figure 3: Scree Plot of the Human Factor Construct 
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Figure 4: Scree plot of the Technical Factor Construct 

 

 
Figure 5: Scree Plot of the Organisational Factor Construct 

 

 
Figure 6: Scree Plot of the Insider Threat Risk Levels Construct
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Subsequently, the ITRL construct grouped six 

items into one component, as shown in Figure 6. 

The rotated component matrix dictates which 

items are associated with which component (29). 

These results highlight the clarity and effective-

ness of the factor analysis in organising the items 

within each construct. 

Rotated Component Matrix 
After determining the total variance for each con-

struct, the next step involves determining the num-

ber of items for each individual component. The 

items for the HF construct were categorised into 

three components: personal problems, which con-

sisted of seven items; negative personality traits, 

which contained six items; and inadequate security 

training, which loaded two items. We retained 13 

of 15 items because their factor loading was above 

0.6, and excluded 2 due to their impoverished fac-

tor loading. We need to omit components H6 and 

H10. Table 6 depicts the rotated component matrix 

for the HF construct.

 

Table 6: Rotated Component Matrix for Human Factor  

Comp 
Item Label 

H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12 H13 H14 H15 

1   .755 .845 .715 .562 .762 .660 .613       

2          .590 .663 .794 .728 .603 .626 

3 .848 .802              
 

 

Table 7: Rotated Component Matrix for Technical Factor 

Comp 
Item Label 

T1 T2 T3 T4 

1 .902 .925 .888 .898 
 

 

Table 8: Rotated Component Matrix for Organisational Factor 

Comp 
Item Label 

O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 O11 O12 O13 O14 O15 

1  .608   .775 .802 .730 .608 .659       

2   .727 .635         .883 .881 .777 

3 .693         .608 .851 .852    

For each item in the TF construct, the latent factor 

value exceeds 0.6. Therefore, there is no need to 

discard any items, as all items possess latent factor 

values that exceed the requirement of 0.6. Thus, 

Table 7 maintained all items as a single component. 

The EFA technique derived three components 

from 15 items, as shown in Table 8. The three com-

ponents consisted of organisational practice is-

sues, which encompassed six items; inadequate 

risk management, which comprised five items; and 

ineffective management systems, which included 

four items. We retained all items because their la-

tent factor values exceeded 0.6. Otherwise, Table 9 

displays that six items were placed into a single 

component and none of the items were removed 

because all of them are appropriate for evaluating 

the ITRL construct.

 

Table 9: Rotated Component Matrix for Insider Threat Risk Levels 

Comp 
Item Label 

IT1 IT2 IT3 IT4 IT5 IT6 

1 .840 .797 .853 .777 .858 .833 

 

Internal Reliability of Instrument
Internal reliability, also referred to as con-

sistency, gauges the degree of interconnection 

among the items within a construct. Each con-

struct's components have a Cronbach's alpha 

greater than 0.80. In addition, Cronbach’s alpha 

value for all 40 items is 0.969, which also ex-

ceeded the threshold value of 0.80. Therefore, the 

study concluded that the instrument measuring 
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insider threat risk levels has adequate internal 

reliability (39). Table 10 presents the compo-

nents for each construct, which measure human, 

technical, organisational factors, and insider 

threat risk levels, along with their respective 

Cronbach's alpha values.
 

Table 10: Cronbach’s Alpha for Each Component 

Construct Comp 
Number of 

items 
Cronbach’s Alpha 

Human Factor 

1 6 0.895 

2 5 0.827 

3 2 0868 

Technical Factor 1 4 0.925 

Organisational Factor 

1 6  0.892 

2 5 0.895 

3 4 0.871 

Insider Threat Risk Levels 1 6 0.907 

Contribution 
This study's primary contribution is the creation of 

a multidimensional tool that measures insider 

threat risk levels by incorporating human, tech-

nical, and organisational factors. This tool ad-

vances existing theories in cybersecurity, risk 

management, and organisational behaviour by 

providing a more comprehensive framework for 

understanding insider threats. Traditional cyber-

security theories have largely focused on specific 

perspectives, addressing only one or two dimen-

sions, such as human, technical, or organisational 

factors, without integrating all three. By integrat-

ing these dimensions, the tool expands upon exist-

ing insider threat models, offering a more holistic 

approach to risk assessment. From a risk manage-

ment perspective, this tool integrates multiple di-

mensions, advancing the field beyond traditional 

models that focus primarily on malicious insider. 

The tool offers a broader understanding of risks, 

often overlooked in existing theories, by address-

ing both intentional and inadvertent insider 

threats. Additionally, by providing a practical in-

strument to quantify insider threat risks and in-

form decision-making, the tool enhances risk man-

agement frameworks. For example, by identifying 

specific human, technical, and organisational com-

ponents, organisations can customize their risk 

management strategies to address their most 

pressing vulnerabilities. This offers a significant 

improvement over traditional risk management 

models, which may overlook the complex interplay 

between these factors. In the context of organisa-

tional behaviour, the tool contributes to theories 

related to employee behaviour, organisational cul-

ture, and the role of internal policies in shaping in-

sider threats. By addressing these dimensions, this 

study not only enhances theoretical understanding 

but also provides a practical tool that organisations 

can use to improve their insider threat detection 

and risk management strategies. 
 

Conclusion  
In this study, we successfully developed a multidi-

mensional tool for assessing insider threat risk lev-

els within Malaysia’s ICT sectors, utilising EFA. The 

findings underscore the critical importance of ad-

dressing insider threats through a comprehensive 

approach that integrates human, technical, and or-

ganisational factors. By identifying these dimen-

sions, organisations are better equipped to imple-

ment precise and targeted strategies to mitigate 

these risks effectively. Although this study 

achieved the development and initial validation of 

the tool using EFA, further steps are necessary to 

ensure its ongoing practical applicability within 

the ICT sectors. Future research will employ CFA to 

validate the factor structure identified during EFA 

and to confirm the robustness of the constructs 

across different contexts. This additional valida-

tion will provide a more nuanced understanding of 

how the identified factors perform in various sec-

tors and environments, particularly in ICT settings, 

ensuring the tool’s reliability and adaptability in 

real-world applications. Additionally, as artificial 

intelligence (AI) and machine learning (ML) tech-

nologies continue to be integrated into cybersecu-

rity practices, future research may explore how 

these advancements could be incorporated into in-

sider threat detection. While AI and ML offer the 

potential for enhanced detection capabilities by 
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identifying behavioural anomalies and predicting 

risks with greater accuracy, they also pose new 

challenges, such as the potential for insider manip-

ulation of AI systems and biases in detection algo-

rithms. Furthermore, overreliance on automation 

may reduce essential human oversight in manag-

ing insider threats. Therefore, the tool developed 

in this study could be adapted in the future to in-

corporate AI-driven indicators, ensuring its contin-

ued effectiveness while mitigating the potential 

risks associated with these emerging technologies. 
 

Abbreviations 
HF: Human Factor, TF: Technical Factor, OF: Or-

ganizational Factor, ITRL: Insider Threat Risk Lev-

els, EFA: Exploratory Factor Analysis, Comp: Com-

ponent. 
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