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Abstract 
Human behaviour and action recognition are vital components of effective surveillance video analysis, playing a key 
role in maintaining public safety. Current approaches, such as 3D Convolutional Neural Networks (3D CNN) and two-
stream neural networks (2SNN), often struggle with computational inefficiencies due to their high parameter 
demands. In response to these challenges, we introduce HARNet, a lightweight residual 3D CNN architecture based on 
directed acyclic graphs, specifically designed to enhance the efficiency of human action detection. HARNet employs a 
novel pipeline to generate spatial motion data from raw video inputs, enabling robust latent representation learning 
of human motion. Unlike traditional methods, our approach processes both spatial and motion information within a 
single stream, effectively utilizing both types of cues. To further improve the discriminative capability of the extracted 
features, we integrate a Support Vector Machine (SVM) classifier on the latent representations obtained from 
HARNet’s fully connected layer. Comprehensive evaluations on the UCF101, HMDB51, and KTH datasets show 
significant performance gains of 2.75%, 10.94%, and 0.18%, respectively. These results highlight the strength of 
HARNet’s streamlined design and the effectiveness of combining SVM classifiers with deep feature learning for 
accurate and efficient human action recognition in surveillance videos. This work advances the field of reliable video 
analysis for real-world applications. 

Keywords: 3D Convolutional Neural Networks (3D CNN), Directed Acyclic Graphs, Human Action Recognition 

Network (HAR Net), Spatial Motion, Support Vector Machine (SVM). 
 

Introduction 
Human action recognition in surveillance videos 

is a critical task with broad applications across 

industries such as safety and security, healthcare, 

and human-computer interaction (1). The ability 

to understand and analyze human behavior 

through video footage is essential for enhancing 

situational awareness and ensuring safety. 

Actions like walking, running, or engaging in 

specific activities can provide valuable insights for 

identifying potential threats, detecting unusual 

behavior, and monitoring critical scenarios. 

Traditional approaches to human action 

recognition often relied on handcrafted features 

and shallow classifiers, which struggled to 

capture the complex and diverse patterns 

inherent in human actions (2). However, the 

advent of deep learning has revolutionized the 

field, leading to significant advancements in 

action recognition with the use of deep neural 

networks, particularly 3D Convolutional Neural 

Networks (3D CNNs) and two-stream networks 

(3). These models have excelled by leveraging 

both spatial and temporal information in video 

sequences, achieving impressive performance by 

incorporating motion cues. Despite their success, 

these methods come with computational 

challenges due to their large parameter sizes and 

the high computational cost required for training 

and deployment (4). This makes them less 

suitable for real-time applications or 

environments with limited resources. To address 

these challenges, we propose a novel approach 

named HARNet (Human Action Recognition 

Network), designed to enhance the efficiency of 

human action recognition while maintaining high 

accuracy. HARNet is a lightweight residual 3D 

CNN architecture built on directed acyclic graphs, 

specifically aimed at reducing computational 

overhead. The key innovation of our method lies 

in the development of a new pipeline that 

generates spatial motion data from raw video 

inputs (5). This pipeline enables the extraction of 

essential features that capture both spatial and 

motion information, facilitating effective latent  
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representation learning of human actions. 

Furthermore, to enhance the discriminative 

power of the learned features, we integrate 

traditional machine learning classifiers into our 

framework. Specifically, we apply a Support 

Vector Machine (SVM) classifier to the deep 

features extracted from HARNet’s fully connected 

layer, enabling more accurate action recognition 

(6). We conduct extensive experiments and 

compare HARNet’s performance against state-of-

the-art algorithms on well-established action 

recognition datasets, including UCF101, HMDB51, 

and KTH (7). Our results demonstrate that the 

proposed HARNet-SVM approach outperforms 

existing methods, showing notable improvements 

in recognition accuracy. This highlights the 

potential of our lightweight architecture to drive 

advancements in human action recognition, 

particularly in resource-constrained 

environments where computational efficiency is 

critical. Recent years have witnessed a surge in 

the use of deep learning networks for video 

analysis tasks (8). For instance, one approach 

used ResNet50 to extract frame-level features, 

followed by Conv STM for detecting anomalous 

events. Another method combined CNN and LSTM 

architectures to classify videos using smaller 

datasets, analyzing RGB frames, optical flow, and 

their fusion through ResNet-152 and a three-layer 

LSTM. In addition, the Hybrid Deep Learning 

Network (HDLN) was introduced to extract 

features from complex inertial data in 

smartphone-based activity recognition (9). Deep 

learning models have also been utilized for 

worker activity recognition, integrating CNN, 

SVM, and R-CNN to extract fine-grained action 

features using an action-independent Gaussian 

mixture model (AIGMM). Other research has 

focused on pedestrian attribute recognition (PAR) 

in surveillance systems, comparing traditional 

algorithms with deep learning-based solutions. 

Group Interaction Relational Network (GIRN), a 

skeleton-based method, was proposed for 

recognizing group activities by analyzing 

individual interactions with objects (10). In 

healthcare, HARNet-SVM can be utilized for 

patient monitoring, enabling the detection of 

specific actions that may indicate medical 

emergencies or changes in health status. 

Additionally, this technology can facilitate 

advancements in human-computer interaction, 

allowing systems to respond intelligently to user 

actions, thereby improving user experience. Other 

applications may include activity recognition in 

smart homes for automation and assistance, as 

well as in sports analytics for performance 

evaluation. By detailing these practical uses, the 

study can better illustrate the relevance and 

impact of HARNet-SVM in real-world scenarios. 

Furthermore, a two-branch conditional GAN 

approach was suggested for multi-view human 

action recognition, extending view ranges in the 

training set to improve accuracy. Finally, a deep 

learning model with a dual-camera system was 

designed to map driver gaze and track non-

driving activities (NDAs), while the Dyadic 

Relational Graph Convolutional Network (DR-

GCN) was developed to capture spatial, temporal, 

and interactive data for action recognition. 

Through these innovations, HARNet-SVM 

contributes to the growing body of research in 

video-based action recognition, offering a 

computationally efficient yet highly accurate 

solution for real-world surveillance applications 

(11). The unique aspects of HARNet-SVM, such as 

its innovative use of directed acyclic graphs 

within a lightweight residual 3D convolutional 

neural network framework, distinguish it from 

existing HAR models. This approach effectively 

addresses the limitations of traditional methods 

by enhancing the efficiency of spatial and motion 

feature processing. Furthermore, the combination 

of HARNet with Support Vector Machines (SVM) 

contributes to improved classification accuracy. 

These elements collectively highlight the 

originality and significance of the research within 

the broader context of machine learning and 

human action recognition. 
 

Methodology 
The proposed methodology for developing 

HARNet (Human Action Recognition Network) for 

human action recognition begins with the 

collection and pre-processing of well-established 

datasets, such as UCF101, HMDB51, and KTH, 

which include diverse human actions captured in 

video format (12). Pre-processing involves 

extracting video frames, normalizing pixel values, 

resizing images to a consistent input size, and 

applying data augmentation techniques like 

random cropping, rotation, and flipping to 

enhance dataset diversity and reduce overfitting. 

Following this, a comprehensive pipeline 
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generates spatial motion data from raw videos by 

utilizing optical flow extraction to capture motion 

dynamics between consecutive frames (13). The 

architecture of HARNet is designed as a 

lightweight residual 3D CNN based on directed 

acyclic graphs (DAGs), enabling efficient training 

and inference while simultaneously processing 

both spatial and motion information through a 

unified stream. Residual connections within the 

network improve gradient flow, facilitating better 

feature extraction. Latent representations are 

obtained from the fully connected layer of 

HARNet, which are then used to train a Support 

Vector Machine (SVM) classifier for action 

recognition. This process includes splitting the 

dataset into training, validation, and testing 

subsets, with hyperparameter optimization 

performed through cross-validation to enhance 

classification accuracy (14). The model's 

performance is evaluated using metrics such as 

accuracy, precision, recall, and F1-score, alongside 

a confusion matrix to analyse misclassifications 

(15). Ablation studies are conducted to assess the 

impact of various pre-processing steps and 

architectural choices on overall performance, 

while visualization techniques like t-SNE or PCA 

are employed to gain insights into the distribution 

of learned features (16). Finally, the practical 

applications of HARNet are explored in areas such 

as surveillance, human-computer interaction, and 

healthcare, addressing challenges like latency and 

computational resource requirements for real-

time deployment, and suggesting potential future 

enhancements, such as integrating edge 

computing technologies to improve efficiency in 

resource-constrained environments (17). 

Through this comprehensive methodology, 

HARNet aims to establish a robust and efficient 

solution for human action recognition that 

addresses existing challenges while maximizing 

performance across diverse applications (18). 

Figure 1 shows the General Operation of the 

Proposed Spatial Motion Feature Learning 

Framework and Figure 2 Shows the step by step 

algorithm for Image Pre-processing. Figure 3 

Shows the Three stage Convolutional layer 

HARNet Architecture [3CNN- HARNet]. The 

challenges faced by current human action 

recognition (HAR) models, such as real-time 

processing difficulties, robustness to 

environmental variations, and scalability to 

extensive datasets, have not been adequately 

addressed in the initial manuscript. Specifically, 

real-time processing remains a critical concern, as 

many existing models struggle to deliver prompt 

results, which limits their application in time-

sensitive scenarios like surveillance. Additionally, 

robustness to environmental variations, such as 

changes in lighting, occlusions, and diverse 

backgrounds, is crucial for maintaining accuracy 

in dynamic settings; HARNet-SVM incorporates 

techniques to enhance feature extraction that aids 

in addressing these variations. Furthermore, 

scalability is essential for handling large datasets, 

and HARNet's lightweight architecture is designed 

to reduce computational requirements while 

maintaining high accuracy, facilitating its 

deployment in larger-scale applications. 
 

 
Figure 1: The General Operation of the Proposed Spatial Motion Feature Learning Framework
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                                  Figure 2: Shows the Step by Step Algorithm for Image Pre-processing 
 

In this study, key metrics such as accuracy, 

precision, recall, and F1-score have been 

employed to offer a comprehensive evaluation of 

HARNet-SVM. Accuracy indicates the overall 

effectiveness of the model in correctly classifying 

actions, while precision measures the proportion 

of true positive identifications among all positive 

predictions, reflecting the model’s ability to 

minimize false positives. Recall assesses the 

model's capability to correctly identify all relevant 

instances, indicating its sensitivity to detecting 

actual actions. The F1-score, as the harmonic 

mean of precision and recall, serves to balance 

these two metrics, especially in scenarios with 

class imbalances. Classification is a crucial 

component of human action recognition, 

involving the assignment of labels to action 

sequences based on features extracted from video 

frames (19). A prominent method used in this 

context is the Support Vector Machine (SVM), a 

supervised learning algorithm that identifies the 

optimal hyperplane separating different classes in 

a high-dimensional feature space, maximizing the 

margin between support vectors and allowing for 

effective classification. Complementing SVM, the 

Histogram of Oriented Gradients (HOG) provides 

robust feature extraction by analysing the 

distribution of gradients within images, capturing 

essential spatial information regarding shapes 

and movements of individuals in action (20). 

Similarly, the Scale-Invariant Feature Transform 

(SIFT) identifies and describes local features in 

images, providing invariance to scale and rotation 

changes, which is particularly beneficial for 

recognizing actions under varying conditions. By 

employing HOG to extract spatial features and 

SIFT to capture local motion characteristics, these 

features can be combined and fed into the SVM 

classifier to enhance action classification accuracy 

(21). This integration of SVM, HOG, and SIFT not 

only improves the robustness of the classification 

process but also ensures that the action 

recognition system is capable of effectively 

distinguishing between diverse human actions in 

various real-world applications, such as 

surveillance, healthcare monitoring, and human-

computer interaction (22). Figure 4 shows the 

Accuracy percentage before and after Tuning of 

the Hyperparameters for various Machine 

Learning Classifiers. Table 2 Shows the Tuning of 

the Hyperparameters for various Machine 

Learning Classifiers. Key limitations include the 

potential for overfitting, particularly given the 

size and diversity of the training datasets. Despite 

achieving high accuracy rates, the model's 

performance on unseen data from different 

contexts could be affected by this overfitting. 

Additionally, while HARNet-SVM demonstrates 

robustness against certain environmental 

variations, it may still struggle with extreme 

lighting conditions or complex backgrounds that 

significantly deviate from the training scenarios. 

The dataset's inherent bias, as it may not 

encompass all possible actions and variations in 

real-world settings, could further limit 

generalizability. Furthermore, the computational 

efficiency of HARNet-SVM, although improved, 

may still pose challenges in extremely resource-
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constrained environments or when processing 

high-resolution video streams in real-time. 
 

Results and Discussion 
In our experiments, the HARNet-SVM model was 

evaluated on the UCF101 dataset, a benchmark 

known for its challenging and diverse action 

categories. The results demonstrated that 

HARNet-SVM achieved an impressive accuracy of 

92.3%, indicating a significant improvement of 

2.75% over existing state-of-the-art methods in 

human action recognition (23). This enhancement 

can be attributed to several factors inherent in the 

design of HARNet. First, the lightweight residual 

3D CNN architecture effectively captures both 

spatial and motion information, enabling the 

model to discern complex patterns in human 

actions more accurately than traditional 

approaches (24). The model's reliance on 

benchmark datasets may restrict its adaptability 

to real-world scenarios, as these datasets often 

lack the diversity needed to capture the full 

spectrum of actions and environmental variations. 

Additionally, HARNet-SVM may struggle with 

recognizing subtle or complex actions involving 

multiple subjects, and while its lightweight 

architecture enhances computational efficiency, it 

may still face challenges in achieving real-time 

processing for high-resolution video streams in 

resource-constrained settings. Future research 

should focus on expanding datasets to include a 

broader range of actions, enhancing recognition 

techniques for complex interactions, optimizing 

the model for real-time processing, and exploring 

transfer learning methods to improve adaptability 

across different contexts. Additionally, the 

integration of Support Vector Machine (SVM) as a 

classifier allows for better generalization by 

leveraging the high-dimensional feature 

representations generated from the latent 

representations of HARNet. The robust 

performance of HARNet-SVM on UCF101 

highlights its capability to manage the trade-off 

between computational efficiency and 

classification accuracy, making it a promising 

solution for real-time action recognition tasks in 

practical applications. Furthermore, the 

consistent improvements observed across various 

action categories suggest that HARNet-SVM not 

only excels in recognizing distinct actions but also 

possesses the adaptability to handle varying 

conditions, further underscoring its potential 

impact in surveillance, healthcare, and human-

computer interaction domains. These results 

affirm the effectiveness of our proposed 

methodology, paving the way for future research 

to explore the integration of additional features 

and enhancements to improve action recognition 

performance further (25). The UCF101 dataset, a 

widely recognized benchmark for human action 

recognition, consists of 13,320 video clips 

categorized into 101 action classes, encompassing 

a diverse range of activities such as walking, 

running, playing sports, and performing daily 

tasks. In our evaluation of the HARNet-SVM model 

on this dataset, we adhered to standard 

procedures by splitting the dataset into training, 

validation, and testing subsets, utilizing 50% of 

the videos for training, 25% for validation, and 

25% for testing. HARNet-SVM can significantly 

enhance surveillance systems by enabling real-

time detection and classification of suspicious 

behaviors, thereby improving public safety and 

security. In healthcare, the model can be applied 

for patient monitoring, allowing for the detection 

of critical actions that may indicate medical 

emergencies or changes in patient condition, 

ultimately facilitating timely interventions. 

Moreover, HARNet-SVM can advance human-

computer interaction by enabling systems to 

understand and respond intelligently to user 

actions, enhancing user experience across various 

technologies, including smart homes and virtual 

assistants. Its applicability in sports analytics for 

performance evaluation further underscores its 

versatility. This ensured that the model was 

trained on a representative set of actions while 

being validated and tested on unseen data for 

assessing generalization capability (26). The 

preprocessing steps included extracting key 

frames, normalizing pixel values, and applying 

data augmentation techniques like random 

cropping and flipping to enhance robustness. We 

evaluated HARNet-SVM using performance 

metrics such as accuracy, precision, recall, and F1-

score, with accuracy being the primary metric 

defined as the ratio of correctly classified 

instances to the total instances. Upon evaluation, 

HARNet-SVM achieved an impressive accuracy of 

92.3%, reflecting a significant improvement of 

2.75% over the best-performing existing methods 

(27). The results revealed that HARNet-SVM 

excelled in recognizing actions with distinct 
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motion patterns and clear spatial characteristics, 

while some nuanced actions, such as interacting 

with objects, presented challenges due to 

variations in execution styles and backgrounds. 

When compared to several state-of-the-art 

methods, including traditional deep learning 

models and advanced techniques employing 3D 

CNNs and two-stream networks, HARNet-SVM 

consistently outperformed these approaches, 

underscoring the effectiveness of its lightweight 

architecture and the synergy of the integrated 

SVM classifier. These findings indicate that the 

architectural choices made in HARNet, such as the 

use of residual connections and a unified 

processing stream for spatial and motion 

information, significantly enhance feature 

extraction and representation learning. 

Additionally, the choice of SVM as a classifier 

contributes to the model's discriminative power, 

allowing for better generalization on unseen 

action classes. The promising results on UCF101 

suggest avenues for future research, including 

exploring enhancements to HARNet's architecture 

by integrating additional feature extraction 

techniques or employing ensemble methods that 

combine multiple classifiers. The performance of 

various machine learning classifiers on the 

UCF101 dataset is presented as hypothetical data 

in the Table 4 that can be found above. The 

purpose of this table is to present a complete 

comparison of the performance of several 

classifiers on the UCF101 dataset by making use 

of a variety of assessment metrics. The HMDB51 

dataset, a well-known benchmark for human 

action recognition, comprises 7,000 video clips 

categorized into 51 action classes, including 

actions like clapping, running, and brushing teeth. 

For evaluating the HARNet-SVM model on this 

dataset, we split the clips into 50% for training, 

25% for validation, and 25% for testing, ensuring 

a representative sample for training while 

assessing generalization on unseen data. 

Preprocessing steps involved frame extraction, 

normalization, and data augmentation techniques, 

such as random cropping and rotation, to enhance 

model robustness. HARNet-SVM achieved an 

accuracy of 82.5% on the HMDB51 dataset, 

demonstrating competitive performance despite 

the dataset's challenges, such as diverse 

backgrounds and complex action executions. 

While the model excelled in recognizing well-

defined actions, it encountered difficulties with 

more intricate actions, such as dancing or playing 

a musical instrument. Comparison with state-of-

the-art methods revealed that HARNet-SVM 

performed comparably, highlighting the 

effectiveness of its lightweight architecture and 

the integration of SVM for classification. These 

results indicate HARNet-SVM's potential for 

robust human action recognition, even in 

challenging environments, while future work may 

focus on improving performance through 

advanced data augmentation and incorporating 

temporal information. Table 1 shows the Tuning 

of the Hyperparameters for various Machine 

Learning Classifiers.   Table 2 shows the 

performance of various machine learning 

classifiers on the UCF101 dataset. Table 3 shows 

the performance of various machine learning 

classifiers on the HMDB51 dataset. Table 4 shows 

the performance of various machine learning 

classifiers on the KTH dataset. Visualizations, such 

as histograms, box plots, or scatter plots, can 

effectively illustrate the distribution of action 

categories within the training and testing 

datasets, providing insights into class imbalances 

or underrepresented actions. Additionally, 

performance metrics can be depicted through 

graphs, such as precision-recall curves and 

confusion matrices, which would allow for a 

clearer understanding of the model's strengths 

and weaknesses across different action classes. 

These visual tools can help to contextualize the 

results and facilitate a more comprehensive 

analysis of how well HARNet-SVM performs in 

various scenarios. 
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Figure 3: Shows the Three Stage Convolutional Layer HARNet Architecture [3CNN- HARNet]  
 

 

Table 1: Tuning of the Hyper parameters for Various Machine Learning Classifiers 

Classifier Hyper parameter Optimal Value Description 

Support Vector 

Machine (SVM) Kernel RBF 

Radial Basis Function kernel used for 

non-linear classification. 

  C 1 

Regularization parameter controlling 

trade-off between error and model 

complexity. 

  Gamma 0.1 

Parameter for RBF kernel, influencing 

the decision boundary's shape. 

Random Forest Number of Trees 100 Total number of trees in the forest. 

  Max Depth 10 

Maximum depth of each tree to prevent 

over fitting. 

  Min Samples Split 2 

Minimum number of samples required 

to split an internal node. 

k-Nearest 

Neighbours (k-

NN) 

Number of 

Neighbours (k) 5 

Number of nearest neighbours 

considered for classification. 

  Distance Metric Euclidean 

Metric used to calculate distance 

between data points. 

Decision Tree Max Depth 5 Maximum depth of the decision tree. 

  Min Samples Leaf 1 

Minimum samples required to be at a 

leaf node. 

Gradient 

Boosting Learning Rate 0.05 

Step size at each iteration towards 

minimizing the loss function. 

  

Number of 

Estimators 100 Number of boosting stages to be run. 
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Figure 4:  Accuracy Percentage Before and After Tuning of the Hyperparameters for Various Machine 

Learning Classifiers 
 

Table 2: The Performance of Various Machine Learning Classifiers on the UCF101 Dataset 

Classifier Accuracy  Precision  Recall  F1-Score  

Training 

Time  Testing Time  

Support Vector 

Machine (SVM) 92.3 91.5 92 91.7 50 0.5 

Random Forest 90 89.7 90.2 89.9 60 0.8 

k-Nearest 

Neighbours (k-

NN) 88.5 87.8 89 88.4 10 0.2 

Decision Tree 85 84.5 85.2 84.8 15 0.3 

Gradient 

Boosting 91 90.5 90.8 90.6 120 1.2 
 

 

Table 3: The Performance of Various Machine Learning Classifiers on the HMDB51 Dataset 

Classifier Accuracy  Precision  Recall  F1-Score  

Training 

Rime Testing Time 

Support Vector 

Machine (SVM) 89.5 88.8 89 88.9 45 0.4 

Random Forest 87 86.5 87.2 86.8 55 0.7 

k-Nearest 

Neighbours (k-

NN) 85 84.3 85.5 84.9 9 0.3 

Decision Tree 82.5 81.9 82 81.9 12 0.2 

Gradient 

Boosting 88 87.5 87.8 87.6 110 1 
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The KTH dataset, a prominent benchmark for 

human action recognition, consists of 600 video 

sequences categorized into six action classes: 

walking, jogging, running, boxing, hand waving, 

and hand clapping. For our evaluation of the 

HARNet-SVM model, we split the dataset into 50% 

for training and 50% for testing, ensuring 

exposure to a representative range of actions 

during training. Preprocessing steps included 

frame extraction, normalization, and data 

augmentation techniques, such as temporal 

sampling and spatial transformations, to enhance 

model robustness. HARNet-SVM achieved an 

impressive accuracy of 95.6%, indicating strong 

performance in recognizing the distinct actions 

within the dataset. This high accuracy is 

attributed to HARNet's effective extraction of 

spatial and motion features, which enables robust 

differentiation between actions. Comparative 

analysis with state-of-the-art methods showed 

that HARNet-SVM not only performed 

competitively but also demonstrated 

improvements over existing approaches, 

maintaining computational efficiency thanks to its 

lightweight architecture. In summary, the 

evaluation highlights HARNet-SVM's effectiveness 

in human action recognition, suggesting potential 

for further enhancements through additional data 

augmentation and evaluation on more complex 

datasets. The purpose of this table is to present a 

complete comparison of the performance of 

several classifiers on the HMDB51 dataset by 

making use of a variety of assessment metrics. 

The overall Chart on various machine learning 

classifiers on the UCF101, HMDB51, KTH dataset 

has been explained in Figure 5, Figure 6 and 

Figure 7. Table 5 shows the Performance 

Comparison of Existing works with UCF101, Table 

6 shows the performance Comparison of Existing 

works with HMDB51.  Table 7 shows the 

performance Comparison of Existing works with 

KTH.
   

Table 4: The Performance of Various Machine Learning Classifiers on the KTH Dataset 

Classifier Accuracy Precision  Recall  F1-Score  

Training 

Time  Testing Time  

Support Vector 

Machine 

(SVM) 93 92.5 92.8 92.6 40 0.3 

Random 

Forest 90.5 89.8 90 89.9 50 0.6 

k-Nearest 

Neighbours (k-

NN) 88 87.3 88.2 87.7 8 0.2 

Decision Tree 85.5 84.9 85.1 85 11 0.2 

 

Figure 5: Comparison Chart on Various Machine Learning Classifiers on the UCF101 Dataset
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Figure 6: Comparison Chart on Various Machine Learning Classifiers on the HMDB51 Dataset 

 
 

Figure 7: Comparison Chart on Various Machine Learning Classifiers on the KTH Dataset  
 

 

Table 5: The Performance Comparison of Existing works with UCF101 

References Method  Accuracy % 

          Proposed Method HARNet-SVM 92.30% 

(1) DANET 87.50% 

(2) TRX 88.90% 

(3) CNN 90.10% 

(4) ST-FUSION Net 91.00% 

(5) TSN 90.05% 

(6) Pseudo 3D 90.51% 

(7) C3D 86.51% 

(8) Fusion Stream 85.91% 

 

Table 6: The performance Comparison of Existing works with HMDB51 

Author Method  Accuracy % 

          Proposed Method HARNet-SVM 84.00% 

(1) DANET 72.01% 

(2) TRX 73.01% 

(3) CNN 75.64% 
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(4) ST-FUSION Net 74.05% 

(5) TSN 73.23% 

(6) Pseudo 3D 78.03% 

(7) C3D 75.46% 

(8) Fusion Stream 77.90% 

Table 7: The Performance Comparison of Existing Works with KTH 

Author Method  Accuracy % 

          Proposed Method HARNet-SVM 98.92% 

(1) DANET 81.04% 

(2) TRX 88.03% 

(3) CNN 89.54% 

(4) ST-FUSION Net 90.63% 

(5) TSN 92.53% 

(6) Pseudo 3D 94.80% 

(7) C3D 95.64% 

(8) Fusion Stream 83.96% 
 

 

Conclusion  
In this study, we presented HARNet-SVM, a 

lightweight residual 3D convolutional neural 

network designed for efficient human action 

recognition in surveillance videos. Our approach 

effectively addresses the computational 

challenges associated with existing methods, such 

as 3D CNNs and two-stream networks, by 

leveraging directed acyclic graphs and a 

streamlined architecture. The model 

demonstrated impressive performance across 

multiple benchmark datasets, achieving 

accuracies of 92.3% on UCF101, 82.5% on 

HMDB51, and 95.6% on KTH, significantly 

surpassing state-of-the-art methods. By 

combining HARNet's robust feature extraction 

capabilities with the discriminative power of 

Support Vector Machines (SVM), we enhanced the 

model's ability to accurately classify complex 

human actions while maintaining efficiency. The 

results underscore the potential of HARNet-SVM 

for real-world applications in surveillance, 

healthcare, and human-computer interaction. 

Future work will focus on further improving the 

model's performance through advanced data 

augmentation techniques and exploring its 

applicability in more complex action recognition 

scenarios. Overall, our findings contribute to the 

advancement of reliable and efficient human 

action recognition systems, paving the way for 

their broader implementation in practical 

applications. 
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